Wavelet-based density estimation for noise reduction in plasma simulations using particles
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ABSTRACT

For given computational resources, the accuracy of plasma simulations using particles is mainly limited by the noise due to limited statistical sampling in the reconstruction of the particle distribution function. A method based on wavelet analysis is proposed and tested to reduce this noise. The method, known as wavelet-based density estimation (WBDE), was previously introduced in the statistical literature to estimate probability densities given a finite number of independent measurements. Its novel application to plasma simulations can be viewed as a natural extension of the finite size particles (FSP) approach, with the advantage of estimating more accurately distribution functions that have localized sharp features. The proposed method preserves the moments of the particle distribution function to a good level of accuracy, has no constraints on the dimensionality of the system, does not require an a priori selection of a global smoothing scale, and its able to adapt locally to the smoothness of the density based on the given discrete particle data. Moreover, the computational cost of the denoising stage is of the same order as one time step of a FSP simulation. The method is compared with a recently proposed proper orthogonal decomposition based method, and it is tested with three particle data sets involving different levels of collisionality and interaction with external and self-consistent fields.

1. Introduction

Particle-based numerical methods are routinely used in plasma physics calculations [1,2]. In many cases these methods are more efficient and simpler to implement than the corresponding Eulerian methods. However, particle methods face the well-known statistical sampling limitation of attempting to simulate a physical system containing \( N \) particles using \( \frac{N}{N_p} \) computational particles. Particle methods do not seek to reproduce the exact individual behavior of the particles, but rather to approximate statistical macroscopic quantities like density, current, and temperature. These quantities are determined from the particle distribution function. Therefore, a problem of relevance for the success of particle-based simulations is the reconstruction of the particle distribution function from discrete particle data.

The difference between the distribution function reconstructed from a simulation using \( N_p \) particles and the exact distribution function gives rise to a discretization error generically known as “particle noise” due to its random-like character. Understanding and reducing this error is a complex problem of importance in the validation and verification of particle
2. Methods

This section presents the wavelet-based density estimation (WBDE) algorithm. We start by reviewing basic ideas on kernel density estimation (KDE) which is closely related to the use of finite size particles (FSP) in PIC simulations. Following this, we give a brief introduction to wavelet analysis and discuss the WBDE algorithm. For completeness, we also include a brief summary of the POD approach.

2.1. Kernel density estimation

Given a sequence of independent and identically distributed measurements, the non-parametric density estimation problem consists in finding the underlying probability density function (PDF), with no a priori assumptions on its functional form. Here we discuss general ideas on this difficult problem for which a variety of statistical methods have been developed. Further details can be found in the statistics literature, e.g. Ref. [17].
Consider a number \( N_p \) of statistically independent particles with phase space coordinates \( (X_n)_{n \in \mathbb{N}^d} \) distributed in \( \mathbb{R}^d \) according to a PDF \( f \). These data can come from a PIC or a Monte-Carlo, full \( f \) or \( \delta f \) simulation. Formally, the sample PDF can be written as

\[
f^h(X) = \frac{1}{N_p} \sum_{n=1}^{N_p} \delta(X - X_n)
\]

where \( \delta \) is the Dirac distribution. Because of its lack of smoothness, Eq. (1) is far from the actual distribution \( f \) according to most reasonable definitions of the error. The dependence of \( f^h \) on the statistical fluctuations in \( (X_n) \) can lead to an artificial increase of the collisionality, which could be problematic in the modeling of near collisionless plasmas of interest to controlled fusion. Beyond introducing dissipation, noise can lead to other problems including self-heating and momentum spread which, for example, is known to be an issue in laser–plasma interaction computations. Also, computations involving derivatives of \( f \), like for example quasilinear fluxes in wave–particle interaction calculations, can be compromised by poor reconstruction techniques.

The simplest method to introduce some smoothness in \( f^h \) is to use a histogram. Consider a tiling of the phase space by a Cartesian grid with \( N^d_p \) cells. Let \( \{B_i\}_{i \in A} \) denote the set of all cells with characteristic function \( \chi_i \) defined as \( \chi_i = 1 \) if \( x \in B_i \) and \( \chi_i = 0 \) otherwise. Then the histogram corresponding to the tiling is

\[
f^h(X) = \sum_{j \in A} \left( \frac{1}{N_p} \sum_{n=1}^{N_p} \chi_i(X_n) \right) \chi_j(X)
\]

which can also be viewed as the orthogonal projection of \( f^h \) on the space spanned by the \( \chi_i \). The main difference between \( f^h \) and \( f^h \) is that the latter cannot vary at scales finer than the grid scale which is of order \( N^d_p \). By choosing \( N_p \) small enough, it is therefore possible to reduce the variance of \( f^h \) to very low levels, but the estimate then becomes more and more biased towards a piecewise continuous function, which is not smooth enough to be the true density. Histograms correspond to the nearest grid point (NGP) charge assignment scheme used in the early days of plasma physics computations [8].

One of the most popular methods to achieve higher level of smoothness is kernel density estimation (KDE) [18]. Given \( (X_n)_{n \in \mathbb{N}^d} \), the kernel estimate of \( f \) is defined as

\[
f^k(X) = \frac{1}{N_p} \sum_{n=1}^{N_p} K(X - X_n)
\]

where the smoothing kernel \( K \) is a positive function, normalized such that \( \int K = 1 \). Eq. (3) corresponds to the convolution of \( K \) with the Dirac delta measure corresponding to each particle. A typical example is the Gaussian kernel

\[
K_h(X) = \frac{1}{(\sqrt{2\pi})^d} e^{-\frac{|X|^2}{2h^2}}
\]

where the so-called “bandwidth”, or smoothing scale, \( h \), is a free parameter. The optimal smoothing scale depends on how the error is measured. For example, in the one-dimensional case, to minimize the mean \( L^2 \)-error between the estimate and the true density, the smoothing volume \( h^d \) should scale like \( N^d_p \), and the resulting error scales like \( N^d_p \) [17]. As in the case of histograms, the choice of \( h \) relies on a trade-off between variance and bias. In the context of plasma physics simulations the kernel \( K \) corresponds to the charge assignment function [2].

A significant effort has been devoted to the choice of the function \( K \) since it has a strong impact on computational efficiency and on the conservation of global quantities. Concerning \( h \), it has been shown that it should not be much larger than the Debye length \( \lambda_D \) of the plasma to obtain a realistic and stable simulation [1]. Given a certain amount of computational resources, the general tendency has thus been to reduce \( h \) as far as possible in order to fit more Debye lengths inside the simulation domain, which means that the effort has been concentrated on reducing the bias term in the error. Since the force fields depend on \( f \) through integral equations, like the Poisson equation, that tend to reduce the high wavenumber noise, we do not expect the disastrous scaling \( h \propto N^d_p \), which would mean \( N_p \propto \lambda^d_D \) in \( d \) dimensions, to hold. Nevertheless, the problem remains that if we want to preserve high resolution features of \( f \) or of the electromagnetic fields, we need to reduce \( h \), and therefore greatly increase the number of particles to prevent the simulation from drowning into noise. Bandwidth selection has long been recognized as the central issue in kernel density estimation [19]. We are not aware of a theoretical or numerical prediction of the optimal value of \( h \) taking into account the noise term. To bypass this difficulty, it is possible to use new statistical methods which do not force us to choose a global smoothing parameter. Instead, they adapt locally to the behavior of the density \( f \) based on the available data. Wavelet based-density estimation, which we will introduce in the next two sections, is one of these methods.

### 2.2. Bases of orthogonal wavelets

Wavelets are a standard mathematical tool to analyze and compute non-stationary signals. Here we recall basic concepts and definitions. Further details can be found in Ref. [20] and references therein. The construction takes place in the Hilbert space \( L^2(\mathbb{R}) \) of square integrable functions. An orthonormal family \( \{\psi_j(x)\}_{j \in \mathbb{N}, k \in \mathbb{Z}} \) is called a wavelet family when its members are dilations and translations of a fixed function \( \psi \) called the mother wavelet:
where \( j \) indexes the scale of the wavelets and \( i \) their positions, and \( \psi \) satisfies \( \int \psi = 0 \). In the following we shall always assume that \( \psi \) has compact support of length \( S \). The coefficients \( \{ f(\psi_j) \} = \{ f \psi_j \} \) of a function \( f \) for this family are denoted by \( \{ f_j \} \). These coefficients describe the fluctuations of \( f \) at scale \( 2^{-j} \) around position \( \frac{i}{2} \). Large values \( j \) correspond to fine scales, and small values \( j \) correspond to coarse scales. Some members of the commonly used Daubechies 6 wavelet family are shown in the left panel of Fig. 1.

It can be shown that the orthogonal complement in \( L^2(\mathbb{R}) \) of the linear space spanned by the wavelets is itself orthogonally spanned by the translates of a function \( \varphi \), called the scaling function. Defining

\[
\varphi_{L_i} = 2^j \varphi(2^j x - i)
\]

and the scaling coefficients \( f_{L_i} = \langle f, \varphi_{L_i} \rangle \), one thus has the reconstruction formula:

\[
f = \sum_{i=-\infty}^{\infty} f_{L_i} \varphi_{L_i} + \sum_{j=-\infty}^{\infty} \sum_{i=-\infty}^{\infty} f_j \psi_{j}
\]

The first sum on the right-hand side of Eq. (7) is a smooth approximation of \( f \) at the coarse scale, \( 2^{-L_i} \), and the second sum corresponds to the addition of details at successively finer scales.

If the wavelet \( \psi \) has \( M \) vanishing moments:

\[
\int x^m \psi(x) dx = 0
\]

for \( 0 \leq m < M \), and if \( f \) is locally \( m \) times continuously differentiable around some point \( x_0 \), then a key property of the wavelet expansion is that the coefficients located near \( x_0 \) decay like \( 2^{-j(m+1)} \) when \( j \to \infty \) [21]. Hence, localized singularities or sharp features in \( f \) affect only a finite number of wavelet coefficients within each scale. Another important consequence of (8) of special relevance to particle methods is that, for \( 0 \leq m < M \), the moments \( \int x^m f(x) dx \) of the particle distribution function depend only on its scaling coefficients, and not on its wavelet coefficients.

If the scaling coefficients \( f_{L_i} \) at a certain scale \( j \) are known, all the wavelet coefficients at coarser scales \( j < J \) can be computed using the fast wavelet transform (FWT) algorithm [22]. We shall address the issue of computing the scaling coefficients themselves in Section 2.4.

The generalization to \( d \) dimensions involves tensor products of wavelets and scaling functions at the same scale. For example, given a wavelet basis on \( \mathbb{R} \), a wavelet basis on \( \mathbb{R}^2 \) can be constructed in the following way:

\[
\begin{align*}
\psi_{j_1, j_2}^1(x_1, x_2) &= 2^j \psi(2^j x_1 - i_1) \varphi(2^j x_2 - i_2) \\
\psi_{j_1, j_2}^2(x_1, x_2) &= 2^j \varphi(2^j x_1 - i_1) \psi(2^j x_2 - i_2) \\
\psi_{j_1, j_2}^3(x_1, x_2) &= 2^j \psi(2^j x_1 - i_1) \psi(2^j x_2 - i_2)
\end{align*}
\]

where we refer to the exponent \( \mu = 1, 2, 3 \) as the direction of the wavelets. This name is easily understood by looking at different wavelets shown in Fig. 1 (right). The corresponding scaling functions are simply given by \( 2^j \varphi(2^j x_1 - i_1) \varphi(2^j x_2 - i_2) \).

---

**Fig. 1.** Daubechies 6 wavelet family. Left, bold red: scaling function \( \varphi \) at scale \( j = 5 \). Left, bold blue: wavelet \( \psi \) at scale \( j = 5 \). Left, thin black, from left to right: wavelets at scales 6, 7, 8 and 9. Right: (a) 2D scaling function \( \varphi(x_1) \varphi(x_2) \). (b) first 2D wavelet \( \psi(x_1) \varphi(x_2) \). (c) Second 2D wavelet \( \varphi(x_1) \psi(x_2) \). (d) Third 2D wavelet \( \psi(x_1) \psi(x_2) \). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Wavelets on \( \mathbb{R}^d \) are constructed exactly in the same way, but this time using \( 2^d - 1 \) directions. To lighten the notation we write the \( d \)-dimensional analog of Eq. (7) as

\[
F = \sum_{\lambda \in A_{\lambda \mu}} \tilde{f}_\lambda \phi_\lambda + \sum_{\lambda \in A_{\lambda \mu}} \tilde{f}_\lambda \psi_\lambda
\]

(12)

where \( \lambda = (j, \mathbf{i}, \mu) \) is a multi-index, with the integer \( j \) denoting the scale and the integer vector \( \mathbf{i} = (i_1, i_2, \ldots) \) denoting the position of the wavelet and the scaling function and where \( A_{\lambda \mu} = \{(j, \mathbf{i}, \mu) \mid j = L, 1 \leq i_1, \ldots, i_d \leq 2^j, \mu = 1, 2^j - 1 \} \) and \( A_{\lambda \mu} = \{(j, \mathbf{i}, \mu) \mid j = 1, \ldots, L, 1 \leq i_1, \ldots, i_d \leq 2^j, \mu = 1, 2^j - 1 \} \) are the corresponding index sets.

The wavelet multiresolution reconstruction formula in Eq. (7) involves an infinite sum over the position index \( i \). One way of dealing with this sum is to determine a priori the non-zero coefficients in Eq. (7), and work only with these coefficients, but still retaining the full wavelet basis on \( \mathbb{R}^d \) as presented above. An alternative, which we have chosen because it is easier to implement, is to periodize the wavelet transform on a bounded domain \([22]\). Assuming that the coordinates have been rescaled so that all the particles lie in \([0, 1]^d\), we replace the wavelets and scaling functions by their periodized counterparts:

\[
\psi_{j\lambda}(x) = \sum_{l=-\infty}^{\infty} \psi_{j\lambda}(x + l)
\]

(13)

\[
\phi_{j\lambda}(x) = \sum_{l=-\infty}^{\infty} \phi_{j\lambda}(x + l)
\]

(14)

Throughout this paper we will consider only periodic wavelets. For the sake of completeness we mention a third alternative which is technically more complicated. It consists in constructing a wavelet basis on a bounded interval \([23]\). The advantage of this approach is that it does not introduce artificially large wavelet coefficients at the boundaries for functions \( f \) that are not periodic.

### 2.3. Wavelet-based density estimation

The multiscale nature of wavelets allows them to adapt locally to the smoothness of the analyzed function \([22]\). This fundamental property has triggered their use in a variety of problems. One of their most fruitful applications has been the denoising of intermittent signals \([24]\). The practical success of wavelet thresholding to reduce noise relies on the fact that the expansion of signals in a wavelet basis is typically sparse. Sparsity means that the interesting features of the signal are well approximated by a small number of large wavelet coefficients. On the contrary, the variance of the noise is spread over all the coefficients appearing in Eq. (12). Although the few large coefficients are of course also affected by noise, curing the noise in the small coefficients is already a very good improvement. The original setting of this technique, hereafter referred to as global wavelet shrinkage, requires the noise to be additive, stationary, Gaussian and white. It found a first application in plasma physics in Ref. \([25]\), where coherent bursts were extracted out of plasma density signals. Since Ref. \([24]\), wavelet denoising has been extended to a number of more general situations, like non-Gaussian or correlated additive noise, or to denoise the spectra of locally stationary time series \([26]\). In particular, the same ideas were developed in Ref. \([27,16]\) to propose a wavelet-based density estimation (WBDE) method based on independent observations. At this point we would like to stress that WBDE assumes nothing about the Gaussianity of the noise, nor on its stationarity. In fact, under the independence hypothesis – which is admittedly quite strong – the statistical properties of the noise are entirely determined by standard probability theory. We refer to Ref. \([28]\) for a review on the applications of wavelets in statistics. In Ref. \([29]\), global wavelet shrinkage was applied directly to the charge density of a 2D PIC code, in a case were the statistical fluctuations were quasi Gaussian and stationary. In particular, an iterative algorithm \([30]\), which crucially relies on the stationarity hypothesis, was used to determine the level of fluctuations. However, in the next section we will show an example where the noise is clearly non-stationary, and this procedure fails.

Let us now describe the WBDE method as we have generalized it to several dimensions. The first step is to expand the sample particle distribution function, \( f^s \), in Eq. (1) in a wavelet basis according to Eq. (12) with the wavelet coefficients

\[
\tilde{f}_j = \langle f^s | \phi_j \rangle = \frac{1}{N_p} \sum_{n=1}^{N_p} \phi_j(x_n)
\]

(15)

\[
\tilde{f}_j = \langle f^s | \psi_j \rangle = \frac{1}{N_p} \sum_{n=1}^{N_p} \psi_j(x_n)
\]

(16)

Since this reconstruction is exact, keeping all the wavelet coefficients does not improve the smoothness of \( f^s \). The simple and yet efficient remedy consists in keeping only a subset of the wavelet coefficients in Eq. (12). A straightforward prescription would be to discard all the wavelet coefficients at scales finer than a cut-off scale \( L \). This approach corresponds to a generalization of the histogram method in Eq. (2) with \( N_R = 2^L \). Because the characteristic functions \( \chi_i \) of the cells in a dyadic grid are the scaling functions associated with the Haar wavelet family, Eqs. (12) and (2) are in fact equivalent for this wavelet family. Accordingly, like in the histogram case, we would have to choose \( L \) quite low to obtain a stable estimate, at the risk of losing some sharp features of \( f \). Better results can be obtained by keeping some wavelet coefficients down to a much finer scale \( J > L \). However, to prevent that statistical fluctuations contaminate the estimate, only those coefficients whose modulus...
are above a certain threshold should be kept. We are thus naturally led to a nonlinear thresholding procedure. In the one-dimensional case, values of \( J, L \), and of the threshold within each scale that yield theoretically optimal results have been given in Ref. [16]. This reference discusses the precise smoothness requirements on \( f \), which can accommodate well localized singularities, like shocks and filamentary structures known to arise in collisionless plasma simulations. There remains the question of how to compute the wavelet coefficients \( f_j \) based on the positions of the particles. Although more accurate methods based on (16) may be developed in the future, our present approximation relies on the computation of a histogram, which creates errors of order \( N_p^{-1} \). The complete procedure is described in the following Wavelet-based density estimation algorithm:

1. construct a histogram \( f^H \) of the particle data with \( N_p = 2^j \) cells in each direction,
2. approximate the scaling coefficients at the finest scale \( f_0 \) by:
   \[
   \tilde{f}_{j_1} \approx 2^{-j_1/2} f^H(2^{-j_1} \cdot)
   \]
3. compute all the needed wavelet coefficients using the FWT algorithm,
4. keep all the coefficients for scales coarser than \( L \), defined by \( 2^{dL} \sim \frac{N_p}{N_p^{1/2}} \) where \( r_0 \) is the order of regularity of the wavelet (1 in our case),
5. discard all the coefficients for scales strictly finer than \( J \) defined by \( 2^{dJ} \sim \frac{N_p}{N_p^{1/2}} \).
6. for scales \( j \) in between \( L \) and \( J \), keep only the wavelet coefficients \( f_j \), such that \( |f_j| \geq T_j = C \sqrt{f_j} \) where \( C \) is a constant that must in principle depend on the smoothness of \( f \) and on the wavelet family [16].

The choice of parameters for the algorithm was justified rigorously in [16]. The dependence of the threshold on \( N_p \) and \( j \) can be intuitively understood as follows. Since the particles are assumed to be statistically independent, the standard deviation of each wavelet coefficient is proportional to \( \frac{1}{\sqrt{N_p^{1/2}}} \). Because of the \( L^2 \) normalization of the wavelets (see (5)), the standard deviation is to a good approximation scale-independent. On the other hand, the central limit theorem implies that the fluctuations are almost Gaussian provided the number of particles is large enough. Therefore, to filter the fluctuations, the threshold should be larger than the typical value taken by a Gaussian random variable with standard deviation \( \sigma \approx \frac{1}{\sqrt{N_p}} \).

A standard choice to ensure this level of denoising is to take the threshold proportional to \( \sigma \sqrt{2 \ln(M)} \), where \( M \) is the number of samples [22]. Since there are \( 2^{dL} \) wavelet coefficients at scale \( j \), we get a threshold proportional to \( \sigma \sqrt{2 \ln(2^{dL})} = C \sqrt{1/N_p} \). In the following, except otherwise indicated, we will assume the proportionality constant to be, \( C = \frac{1}{2} \). For the wavelet bases we used orthonormal Daubechies wavelets with 6 vanishing moments and thus support of size \( S = 12 \) [31]. In our case, \( r_0 = 1 \), which means that the wavelets have a first derivative but no second derivative, and the size of the wavelets at scale \( L \) for \( d = 1 \) is roughly \( N_p^{1/2} \). Since \( N_p \gg 1 \), it follows from the definition at stage 5 of the algorithm that the size of the wavelets at scale \( J \) is orders of magnitude smaller than \( N_p^{1/4} \). Using the adaptive properties of wavelets, we are thus able to detect fine scale structures of \( f \) without compromising the stability of the estimate. Note that the error at stage 2 could be reduced by using Coiflets [32] instead of Daubechies wavelets, but the gain would be negligible compared to the error made at stage 1. We will denote the WBDE estimate of \( f \) as \( f^W \). In the one-dimensional case,

\[
f^W = \sum_{i=1}^{2^d} \tilde{f}_{1i} \phi_{1i} + \sum_{j=L}^{J} \sum_{i=1}^{2^d} \rho_j(f_{ji}) \psi_{ji}
\]

where \( \rho_j \) is the thresholding function as defined by stage 6 of the algorithm: \( \rho_j(y) = 0 \) if \( |y| \leq T_j \) and \( \rho_j(y) = y \) otherwise.

Finally, let us propose two methods for applying WBDE to postprocess \( \phi \delta f \) simulations. Recall that the Lagrangian equations involved in the \( \delta f \) schemes are identical to their full \( f \) counterparts. The only difficulty introduced by the \( \delta f \) method lies in the evaluation of phase space integrals of the form \( \delta I = \int A \cdot (f - \phi f_0) \), where \( A \) is a function on phase space and \( \phi f_0 \) is a known reference distribution function. In these integrals, \( f - \phi f_0 \) should be replaced by \( \delta f \), which is in turn written as a product \( w \phi f_0 \), where \( w \) is a “weighting” function. Numerically, \( w \) is known via its values at particles positions, \( w(X_n) \), and the usual expression for \( \delta f \) is thus \( \delta I = \sum_{n=1}^{N_p} A(X_n) w(X_n) \). We cannot apply WBDE directly to \( \delta f \), since this function is not a density function. An elegant approach would be to first apply WBDE to the unweighted distribution \( f^W \) to determine the set of statistically significant wavelet coefficients, and to include the weights only in the final reconstruction (18) of \( f^W \). A simpler approach, which we will illustrate in Section 3.2, consists in renormalizing \( \delta f \), so that \( \int |\delta f| = 1 \), and treating it like a density.

### 2.4. Further issues related to practical implementation

In this section we discuss how the WBDE method handles two issues of direct relevance to plasma simulations: conservation of moments and computational efficiency. As mentioned before, due to the vanishing moments of the wavelets in Eq. (8), the moments up to order \( M \) of the particle distribution are solely determined by its scaling function coefficients. As a consequence, we expect the thresholding procedure to conserve these moments, in the sense that
\[
M_{m,k}^W = \int x_k^m f^W(x) \, dx \simeq \int x_k^m f^g(x) \, dx = M_{m,k}^g
\]
for \(0 \leq m \leq M - 1\) and for all \(i \in \{1, \ldots, d\}\). This conservation holds up to round-off error if the wavelet coefficients can be computed exactly. Due to the type of wavelets that we have used, we were not able to achieve this in the results presented here. There remains a small error related to stages 1 and 2 of the algorithm, namely the construction of \(f^W\) and the approximation of the scaling function coefficients by Eq. (17). They are both of order \(N_p^{-1}\). We will present numerical examples of the moments of the algorithm in the next section.

Conservation of moments is closely related to a peculiarity of the denoised distribution function resulting from the WBDE algorithm: it is not necessarily everywhere positive. Indeed, wavelets are oscillating functions by definition, and removing wavelet coefficients therefore cannot preserve positivity in general. Further studies are needed to assess if this creates numerical instabilities when \(f^W\) is used in the computation of self-consistent fields. The same issue was discussed in Ref. [33] where a kernel with two vanishing moments was used to linearly smooth the distribution function. The fact that this kernel is not everywhere positive was not considered harmful in this reference. We acknowledge that it may render the analytical density plotted with a dashed line in the two cases.

The number of multiplications required to perform forward and inverse wavelet transforms between scales \(J\) and \(L\) using the FWT algorithm in \(d\) dimensions is \(4dS^2(2^{J-L})\), where \(S\) is the length of the wavelet filter (12 for the Daubechies filter that we are using). From the definitions of \(J\) and \(L\) it follows that \(2^{(J-L)} \sim N_x^2/\log_2 N_p\). Thus, for a simulation in \(d\) dimensions involving \(N_p = 10^m\) particles, the number of operations scales as \(\sim (4dS^2\log_2 2/m) \times 10^{2m/3}\). For example, for a 2-dimensional simulation with \(10^7\) particles, \(J = 10\) and \(L = 4\). In this case, the computation of the wavelet coefficients require \(\sim 1.5 \times 10^6\) multiplications which takes about 0.3 s of CPU time on a desktop computer. For a more demanding 4-dimensional simulation with \(10^8\) particles, we find that \(J = 6\) and \(L = 3\), which increases the number of multiplications to \(12.5 \times 10^6\). The cost of the binning stage is of order \(N_p\), so that the total number of operations for computing \(f^W\) is proportional to \(N_p\), but overall the number of multiplications per particle remains small. On the other hand, advancing the particles in time is likely to require several multiplications per particle. If one wishes to use a finer grid to ensure high accuracy conservation of moments, the storage requirement grows like \(N^d_x\). Thanks to optimized in-place algorithms, the amount of additional memory needed during the computation does not exceed \(3S\). Also, an important issue that needs to be kept in mind is that the FWT algorithm requires \(N_x\) to be an integer multiple of \(2^J\). For comparison purposes, let us recall that most algorithms to compute the POD in 2 dimensions have a complexity proportional to \(N_x^2\), in addition to the order \(N_p\) cost of binning.

To conclude this subsection, Fig. 2 presents an example of the reconstruction of a 1D discontinuous density that illustrates the difference between the KDE and WBDE methods. The probability density function is uniform on the interval \([1/3, 2/3]\) and the estimates were computed on \([0, 1]\) to include the discontinuities. The sample size was \(2^{14}\), and the binning used \(N_x = 2^{16}\) cells to compute the scaling function coefficients. For this 1D case the value \(C = 2\) was used to determine the thresholds (step 6 of the algorithm). The KDE estimate is computed using a Gaussian kernel with smoothing scale \(h = 0.0138\) [34]. The relative mean square errors associated with the KDE and WBDE estimates are, respectively, \(19.6 \times 10^{-3}\) and \(6.97 \times 10^{-3}\). The error in the KDE estimate comes mostly from the smoothing of the discontinuities. The better performance of WBDE stems from the much sharper representation of these discontinuities. It is also observed that the WBDE estimate is not everywhere positive. The approximate conservation of moments is demonstrated on Table 1. Note that the error on all these moments for

Fig. 2. Estimation of the density of a sample of size \(2^{14}\) drawn uniformly in \([1/3, 2/3]\), using Gaussian kernels (left) or wavelets (right). The discontinuous analytical density is plotted with a dashed line in the two cases.
Table 1

<table>
<thead>
<tr>
<th></th>
<th>m = 0</th>
<th>m = 1</th>
<th>m = 2</th>
<th>m = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f^x)</td>
<td>1.81 (\times 10^{-5})</td>
<td>1.70 (\times 10^{-5})</td>
<td>7.52 (\times 10^{-4})</td>
<td>3.90 (\times 10^{-3})</td>
</tr>
<tr>
<td>(f^w)</td>
<td>1.08 (\times 10^{-11})</td>
<td>1.52 (\times 10^{-5})</td>
<td>2.93 (\times 10^{-5})</td>
<td>5.52 (\times 10^{-5})</td>
</tr>
</tbody>
</table>

\(f^w\) could be made arbitrary low by increasing \(N_g\). The overshoots could also be mitigated by using nearly shift invariant wavelets [35].

2.5. Proper orthogonal decomposition method

For completeness, in this subsection we present a brief review of the POD density reconstruction method. For the sake of comparison with the WBDE method, we limit attention to the time independent case. Further details, including the reconstruction of time dependent densities using POD methods can be found in Ref. [15].

The first step in the POD method is to construct the histogram \(f^w\) from the particle data. This density is represented by an \(N_x \times N_y\) matrix \(f^w_{ij}\) containing the fraction of particles with coordinates \((x, y)\) such that \(X_i \leq x < X_{i+1}\) and \(Y_j \leq y < Y_{j+1}\). In two dimensions, the POD method is based on the singular value decomposition (SVD) of the histogram. According to the SVD theorem [37], the matrix \(f\) can always be factorized as \(f = U W V^T\), where \(U\) and \(V\) are \(N_x \times N_x\) and \(N_y \times N_y\) orthogonal matrices, \(U U^T = W V^T = I\), and \(W\) is a diagonal matrix, \(W = \text{diag}(\omega_1, \omega_2, \ldots, \omega_N)\), such that \(\omega_1 \geq \omega_2 \geq \cdots \geq \omega_N \geq 0\) with \(N = \min(N_x, N_y)\).

In vector form, the decomposition can be expressed as

\[
\hat{f}_q = \sum_{k=1}^{N} w_k u_i^{(k)} v_j^{(k)}
\]

where the \(N_x\)-dimensional vectors, \(u_i^{(k)}\), and the \(N_y\)-dimensional vectors, \(v_j^{(k)}\), are the orthonormal POD modes and correspond to the columns of the matrices \(U\) and \(V\), respectively. Given the decomposition in Eq. (20), we define the rank-\(r\) approximation of \(f\) as

\[
\hat{f}^{(r)} = \sum_{k=1}^{r} w_k u_i^{(k)} v_j^{(k)}
\]

where \(1 \leq r < N\), and define the corresponding rank-\(r\) reconstruction error as

\[
e(r) = \|f - \hat{f}^{(r)}\|^2 = \sum_{i=r+1}^{N} w_i^2
\]

where \(\|A\| = \sqrt{\sum_{i=1}^{N} A_i^2}\) is the Frobenius norm. Since \(\hat{f}^{(r-N)} = \hat{f}\), we define \(e(N) = 0\). The key property of the POD is that the approximation in Eq. (21) is optimal in the sense that

\[
e(r) = \min \left\{ \|f - g\|^2 \mid \text{rank}(g) = r \right\}
\]

That is, of all the possible rank-\(r\) Cartesian product approximations of \(\hat{f}\), \(\hat{f}^{(r)}\) is the closest to \(\hat{f}\) in the Frobenius norm.

The SVD spectrum, \(\{w_k\}\), of noise free coherent signals decays very rapidly after a few modes, but the spectrum of noise dominated signals is relatively flat and decays very slowly. When a coherent signal is contaminated with low level noise, the SVD spectrum exhibits an initial rapid decay followed by a weakly decaying spectrum known as the noisy plateau. In the POD method the denoised density is defined as the truncation \(f^w = \hat{f}^{(r)}\), where \(r_c\) corresponds to the rank where the noisy plateau starts. In general it is difficult to provide a precise a priori estimate of \(r_c\), and this is one of the potential limitations of the POD method. One possible quantitative criterion used in Ref. [15] is to consider the relative decay of the spectrum, \(\Delta(k) = (w_{k+1} - w_k)/(w_2 - w_1)\), for \(k > 1\), and define \(r_c\) by the condition \(\Delta(r_c) \leq \Delta_e\) where \(\Delta_e\) is a predetermined threshold.

3. Applications

In this section, we apply the WBDE method to reconstruct and denoise the particle distribution function starting from discrete particle data. The data corresponds to three different groups of simulations: collisional thermalization with a background plasma, guiding center transport in toroidal geometry, and Vlasov–Poisson electrostatic instabilities. We will compare the WBDE and POD methods in all three cases. Note that the first two groups of simulations were already analyzed using POD methods in Ref. [15]. The third group, which is new here, allows the testing of the reconstruction algorithms in a collisionless system that incorporates the self-consistent evolution of the forces acting on the particles, as opposed to the collisional, test particle problems analyzed before. When comparing the two methods, it is important to keep in mind that POD has one free parameter, namely the number \(r\) of singular vectors that are retained to reconstruct the denoised
distribution function. In the cases studied here, we used a best guess for \( r \) based on the properties of the reconstruction. In Ref. [15] the POD method was developed and applied to time independent and time dependent data sets. However, in the comparison with the WBDE method, we limit attention to 2-dimensional time independent data sets.

The accuracy of the reconstruction of the density at a fixed time \( t \) will be monitored using the mean square error

\[
e = \sum_{ij} \left| f^\text{est}(x_i, y_j; t) - f^\text{ref}(x_i, y_j; t) \right|^2
\]

where \((x_i, y_j)\) are the coordinates of the nodes of a prescribed \( N \times N \) grid in phase space, and \( f^\text{est} \) denotes the estimated density computed from a sample with \( N_p \) particles. For the WBDE method \( f^\text{est} = f^W \), and for the POD method \( f^\text{est} = f^P \). In principle, the reference density, \( f^\text{ref} \), in Eq. (24) should be the density function obtained from the exact solution of the corresponding continuum model, e.g. the Fokker–Planck or the Vlasov–Poisson system. However, when no explicit solution is available, we will set \( f^\text{ref} = f^H \), where \( f^H \) is the histogram corresponding to a simulation with a maximum number of particles available, which in the cases reported here correspond to \( N_p = 10^5 \). We will also use the normalized error

\[
e_0 = \frac{e}{\sum_{ij} |f^\text{ref}(x_i, y_j; t)|^2}
\]

3.1. Collisional thermalization with a background plasma

This first example models the relaxation of a non-equilibrium plasma by collisional damping and pitch angle scattering on a thermal background. The plasma is spatially homogeneous and is represented by an ensemble of \( N_p \) particles in a three-dimensional velocity space. Assuming a strong magnetic field, the dynamics can be reduced to two degrees of freedom: the magnitude of the particle velocity, \( v \), and the particle pitch, \( \lambda = \cos \theta \), where \( \theta \) is the angle between the particle velocity and the magnetic field. In the continuum limit the particle distribution function is governed by the Fokker–Planck equation, which in the particle description corresponds to the stochastic differential equations

\[
d\lambda = -\lambda v dt - \sqrt{v(1 - \lambda^2)} d\eta_\lambda
\]

\[
dv = -\left[ \alpha v^2 - \frac{1}{2} \frac{d}{dv} (v \sigma_v^2) \right] dt + \sqrt{v^2} \sigma_v d\eta_v
\]

describing the evolution of \( v \in (0, \infty) \) and \( \lambda \in [-1, 1] \) for each particle, where \( d\eta_\lambda \) and \( d\eta_v \) are independent Wiener stochastic processes and \( v_0, v_1 \) and \( v_1 \) are functions of \( v \). For further details on the model see Ref. [15] and references therein.

We considered simulations with \( N_p = 10^3, 10^4, 10^5 \) and \( 10^6 \) particles. The initial conditions of the ensemble of particles were obtained by sampling a distribution of the form

\[
f(v, \lambda, t = 0) = A v^2 \exp \left( -\frac{1}{2} \left[ \frac{(\lambda - \lambda_0)^2}{\sigma_\lambda^2} + \frac{(v - v_0)^2}{\sigma_v^2} \right] \right)
\]

where a \( v^2 \) factor has been included in the definition of the initial condition so that the volume element is simply \( dv \). For further details on the model see Ref. [15] and references therein.

Before applying the WBDE method, we analyze the sparsity of the wavelet expansion of \( f^A \), and compare the number of modes kept and the reconstruction error for different thresholding rules. The plot in the upper left panel of Fig. 3 shows the absolute values of the wavelet coefficients in decreasing order at different fixed times. The wavelet coefficients exhibit a clear rapid decay beyond the few significant modes corresponding to the gross shape of the Maxwellian distribution. A similar trend is observed in the coefficients of the POD expansion shown in the upper right panel of Fig. 3. However, in the wavelet case the exponential decay starts after more than 100 modes, whereas in the POD case the exponential decay starts after only one mode.

The two panels at the bottom of Fig. 3 show the square root of the reconstruction error normalized by \( N_g \sqrt{e/N_g^2} \), in the WBDE and POD methods. Because in this case we do not have access to the exact solution of the corresponding Fokker–Planck equation at the prescribed time, we used \( f^H \) computed using \( N_p = 10^6 \) particles as the reference density \( f^\text{ref} \) in Eq. (24). The error observed when applying a global threshold to the wavelet coefficients (bottom left panel in Fig. 3) is minimal when around 100 modes are kept whereas in the POD case (bottom right panel in Fig. 3) the minimal error is reached with about two or three modes. Fig. 3 also shows the wavelet threshold obtained by applying the iterative algorithm based on the stationary Gaussian white noise hypothesis [30, 25]. The error corresponding to this threshold is larger than the optimal error because the noise in this problem is very non-stationary due to the lack of statistical fluctuations in the regions where particles are absent. In contrast, the error corresponding to the WBDE procedure (dash-dotted line in Fig. 3) is typically smaller than the optimal error obtained by global thresholding. This is not a contradiction, because the WBDE procedure is not a global threshold, but a level dependent threshold.
Fig. 4 compares at different times the densities estimated with the WBDE and the POD (retaining only three modes) methods using $N_p = 10^5$ particles with the histograms computed using $N_p = 10^5$ and $10^6$ particles. The key feature to observe is that the level of smoothness of $f_W$ and $f_P$ corresponding to $N_p = 10^5$ is similar, if not greater, than the level of smoothness in $f_H$ computed using ten times more particles, i.e. $N_p = 10^6$ particles. Table 2 summarizes the normalized reconstruction errors for $N_p = 10^5$ according to Eq.(24) using $f_H$ with $N_p = 10^6$ as $f_{ref}$. The WBDE and POD denoising methods offer a significant improvement, approximately by a factor 2, over the raw histogram method.

A more detailed comparison of the estimates can be achieved by focusing on the Maxwellian final equilibrium state

$$f_M(v) = \frac{2}{\sqrt{\pi}} v^2 e^{-v^2}$$

where, as in Eq. (28), the $v^2$ metric factor has been included in the definition of the distribution. For these calculations we considered sets of particles sampled from Eq. (29) in the compact domain $[-1, 1] \times [0, 4]$. Since $f_M$ is an exact equilibrium solution of the Fokker–Planck equation, the ensemble of particles is in statistical equilibrium but it exhibits fluctuations due to the finite number of particles. Fig. 5 shows the dependence of the square root of the reconstruction error, $e$ (normalized by $N_p^2$) on the number of particles $N_p$ and the grid resolution $N_g$ for the WBDE and POD methods. The main advantage of this example is that the exact density $f_M$ can be used as the reference density $f_{ref}$ in the evaluation of the error.

### 3.2. Collisional guiding center transport in toroidal geometry

The previous example focused on collisional dynamics. However, in addition to collisions, plasma transport involves external and self-consistent electromagnetic fields and it is of interest to test the particle density reconstruction algorithms in these more complicated settings. As a first step for solving this challenging problem, we consider a plasma subject to collisions and an externally applied fixed magnetic field in toroidal geometry. The choice of the field geometry and structure was motivated by problems of interest to magnetically confined fusion plasmas. The data were presented and analyzed using
the POD method in Ref. [15]. The phase space of the simulation is five-dimensional. However, as in Ref. [15], we limit attention to the denoising of the particles distribution function along two coordinates corresponding to the poloidal angle $\theta \in [0, 2\pi]$ and the cosine of the pitch angle $\mu \in [-1, 1]$. The remaining three coordinates have been averaged out for the purpose of this study. The $\theta$ coordinate is periodic, but the pitch coordinate $\mu$ is not.

Fig. 4. Contour-plots of estimates of $f$ for the collisional relaxation particle data. First row: histogram method estimated using $N_p = 10^5$ particles. Second row: histogram method estimated using $N_p = 10^6$ particles. Third row: POD method estimated using $N_p = 10^5$ particles. Fourth row: WBDE method estimated using $N_p = 10^5$ particles. The three columns correspond to $t = 28$, $t = 44$ and $t = 72$, respectively. The plots show twenty isolines, equally spaced in the interval $[0, 0.4]$. 
An important issue to consider is that the data were generated using a code (DELTA5D). Based on an expansion on $q = L/C_2$, where $q$ is the characteristic Larmor radius and $L$ a typical equilibrium length scale, the distribution function is decomposed into a Maxwellian part $f_M$ and a first-order perturbation $df$ represented as a collection of particles (markers):

$$df(x) = \sum_n W_n \delta(x - x_n),$$

like in Eq. (1) except that each marker is assigned a time dependent weight $W_n$ whose time evolution depends on the Maxwellian background [38]. The direct use of $df(x)$ is problematic in the WBDE method because $df$ is not a probability density. To circumvent this problem the WBDE method was applied after normalizing the $df$ distribution so that $R_j df_j = 1$, on a $128 \times 128$ grid.

Fig. 6 shows contour plots of the histogram $f^H$ corresponding to $N_p = 32 \times 10^3$, $N_p = 64 \times 10^3$, and $N_p = 1024 \times 10^3$ along with the WBDE and POD reconstructed densities. The POD reconstructions were done using $r = 3$ modes, as in Ref. [15]. It is observed that comparatively high levels of smoothness can be achieved with considerably less particles by using either the WBDE or POD reconstruction methods. The WBDE method provides better results for the $df \sim 0$ contours. This is because POD modes are tensor product functions, that have difficulties in approximating the triangular shape of these contour lines. Note that the boundary artifacts due to periodization of the Daubechies wavelets do not seem to be very critical. The large wavelet coefficients associated with the discontinuity between the values of $df$ at $\mu = \pm 1$ are not thresholded, so that the discontinuity is preserved in the denoised function. Fig. 7 compares the reconstruction errors in the WBDE, POD, and histogram methods as functions of the number of particles. To evaluate the error we used $f^H$ computed with $N_p = 1024 \times 10^3$ as the reference density $f^\text{ref}$. As in the collisional transport problem, the error is reduced roughly by a factor 2 for both methods compared to the raw histogram. Note that the scaling with $N_p$ is slightly better for WBDE than for POD.

### 3.3. Collisionless electrostatic instabilities

In this section we apply the WBDE and POD methods to reconstruct the single particle distribution function from discrete particle data obtained from PIC simulations of a Vlasov-Poisson plasma. We consider a one-dimensional, electrostatic, collisionless electron plasma with an ion neutralizing background in a finite size domain with periodic boundary conditions. The dynamics of the distribution function is governed by the system of equations...
Fig. 6. Contour plots of estimates of $\psi$ for the collisional guiding center transport particle data: histogram method (first row), POD method (second row), and WBDE method (third row). The left, center and right columns correspond to $N_p = 32 \cdot 10^3$ (left), $N_p = 128 \cdot 10^3$ (middle) and $N_p = 1024 \cdot 10^3$ (right), respectively. The plots show 17 isolines equally spaced within the interval $[-0.5,0.5]$.

Fig. 7. Error estimate, $\frac{\epsilon_N}{N}$, for collisional guiding center transport particle data according to the histogram, the POD, and the wavelet methods.
\[
\begin{align*}
\frac{\partial f}{\partial t} + v \frac{\partial f}{\partial x} + \frac{\partial }{\partial x} (\phi \frac{\partial f}{\partial v}) &= 0 \\
\frac{\partial^2 \phi}{\partial t^2} &= \zeta \int f(x, v, t) \, dv - 1
\end{align*}
\]

where the variables have been non-dimensionalized using the Debye length as length scale and the plasma frequency as time scale, and \( \zeta \) is the normalized length of the system. Following the standard PIC methodology [1], we solve the Poisson equation on a grid and integrate the particle equations in time using a leap-frog method. The reconstruction of the charge density uses a triangular shape function. We consider two initial conditions: the first one leads to a bump-on-tail instability, and the second one to a two streams instability.

3.3.1. Bump-on-tail instability

To trigger a bump-on-tail instability we initialized ensembles of particles by sampling the distribution function

\[
f_0(x, v) = \frac{2}{3\pi \zeta} \frac{1 - 2qv + 2v^2}{(1 + v^2)^2}
\]

using a pseudo-random number generator. This equilibrium is stable for \( q \leq 1 \) and unstable for \( q > 1 \). The dispersion relation and linear stability analysis for this equilibrium studied in Ref. [36] was used to benchmark the PIC code as shown in Fig. 8. In all the computations presented here \( q = 1.25 \) and \( N_p = 10^4, 10^5 \) and \( 10^6 \). The spatial domain size was set to \( \zeta = 16.52 \) to fit the wavelength of the most unstable mode.

Since the value of \( q \) is relatively close to the marginal value, the instability grows weakly and is concentrated in a narrow band in phase space centered around the point where the bump is located, \( v \approx 1 \) in this case. In order to unveil the non-trivial dynamics we focus the analysis in the band \( v \in (-3, 3) \), and plot the departure of the particle distribution function from the initial background equilibrium. The POD method is applied directly to \( \delta f^{\mu} = f^{\mu}(x, v, t) - f_0(x, v) \), but the WBDE method is applied to the full \( f^{\mu}(x, v, t) \), and \( f_0(x, v) \) is subtracted only for visualization. Note that because we are considering only a subset of phase space, the effective numbers of particles, \( N_p = 7318 \). \( N_p = 73, 143 \) and \( N_p = 731, 472 \), are smaller than the nominal numbers of particles, \( N_p = 10^4 \), \( N_p = 10^5 \) and \( N_p = 10^6 \), respectively.

Fig. 9 shows contour plots of \( \delta f \) for different number of particles. Since the instability is seeded only by random fluctuations in the initial condition, increasing \( N_p \) delays the onset of the linear stability and this leads to a phase shift of the nonlinear saturated regime. To aid the comparison of the saturated regime for different numbers of particles we have eliminated this phase shift by centering the peak of the particle distributions in the middle of the computational domain. A \( 256 \times 256 \) grid was used in the WBDE method, and a \( 50 \times 50 \) grid was used for the histogram and the POD methods. The thresholds for the POD method where \( r = 1 \), \( r = 2 \), and \( r = 3 \) for \( N_p = 10^4 \), \( N_p = 10^5 \) and \( N_p = 10^6 \), respectively. Except for the case where \( N_p = 10^4 \), both the POD and WBDE estimates are very smooth, in agreement with the expected behavior of \( f \) for this instability. It is observed that the level of smoothness of the histogram estimated using \( 10^6 \) particles is comparable to the level of smoothness achieved after denoising using only \( 10^4 \) particles. One should mention that for scales between \( L \) and \( f \) occurring in the WBDE algorithm we find that none of the wavelet coefficients are above the threshold at each scale. In fact, a simple KDE estimate with a large enough smoothing scale would probably do the job pretty well for this kind of instabilities which do not induce abrupt variations in \( f \). Table 3 shows the POD and WBDE reconstruction errors for \( N_p = 10^4 \) and \( N_p = 10^5 \). The error is computed using formula (25), taking for \( f_{ref} \) the histogram obtained from the simulation with \( N_p = 10^6 \).
Fig. 10 shows the relative error on the second-order moment:

$$|\mathcal{M}_{v,2}^W - \mathcal{M}_{v,2}^\delta| / \mathcal{M}_{v,2}^\delta$$

where $\mathcal{M}_{v,2}^W$ is defined by (19). A similar quantity is also represented for $f^H$ and $f^P$. Time and number of particles are kept fixed at $t = 149$ and $N_p = 10^6$, and only grid resolution is varied. As expected, $f^H$ and $f^W$ conserve the second-order moment with accuracy $O(N_p^{-1})$. The errors corresponding to $f^P$ is of the same order of magnitude but seems to reach a plateau for $N_p \approx 1024$. This may be due to the fact that for $N_p \gg 1024$, there is less than one particle per cell of the histogram used to compute $f_P$.

### 3.3.2. Two-streams instability

As a second example we consider the standard two-streams instability with an initial condition consisting of two counter-propagating cold electron beams initially located at $\nu = -1$ and $\nu = 1$. This case is conceptually different from the pre-
Fig. 11. Contour plots of estimates of $f$ for the two streams instability PIC data at times $t = 40$, $t = 60$, $t = 100$ and $t = 400$ (left to right). Histogram method (first row), WBDE method (second row), and POD method (third row). The gray level tone varies uniformly in the interval $[0, A]$, where $A = 0.15$, $A = 0.08$, $A = 0.05$ and $A = 0.025$ in the first, second, third and fourth columns, respectively.

Fig. 10. Relative error on the second-order moment as a function of the grid resolution, $N_g$, in the POD, WBDE, and histogram methods for the bump-on-tail instability particle data at $t = 149$, with $N_p = 10^5$ particles.
vious one because the initial condition depends trivially on the velocity. Therefore, there is no statistical error in the sampling of the distribution and the noise builds up only due to the self-consistent interactions between particles. In other words, there is initially a strong correlation between particles’ coordinates, which will eventually almost vanish. This situation offers a way to test robustness of the WBDE method with respect to the underlying decorrelation hypothesis.

The analysis is focused on four stages of the instability, corresponding to \( t = 40, 60, 100, \) and 400. Fig. 11 shows a comparison of the raw histogram, the POD and the WBDE reconstructed particle distribution functions at these four instants. Grid sizes were \( N_x = 1024 \) for the WBDE estimate, and \( N_x = 128 \) for the two others. For \( t = 40 \), no noise seems to have affected the particle distribution yet, therefore a perfect denoising procedure should conserve the full information about the particle positions. Although WBDE introduces some artifacts in regions of phase space that should contain no particles at all, it remarkably preserves the global structure of the two streams. This is possible thanks to the numerous wavelet coefficients close to the sharp features in \( f \) that are above the thresholds, in contrast to the bump-on-tail case. On the next snapshot at \( t = 60 \), the filaments have overlapped and the system is beginning to loose its memory due to numerical round-off errors. The fastest filaments still visible on the histogram are not preserved by WBDE, but the most active regions are well reproduced. At \( t = 100 \), the closeness between the histogram and the WBDE estimate is striking. To put it somewhat subjectively, one may say that WBDE did not consider most of the rough features present at this stage as ‘noise’, since they are not removed. Only with the last snapshot at \( t = 400 \) does the WBDE estimate begin to be smoother than the histogram, suggesting that the nonlinear interaction between particles has introduced randomization in the system.

The POD method is able to track very well the fine and coarse scale structures of the particle density using a small number of modes. In particular, for \( t = 40, 60, 100, \) and 400 only \( r = 28, r = 27, r = 18, \) and \( r = 5 \) modes were kept. The decrease of the number of modes with time results from the loss of fine scale features in the distribution function.

4. Summary and conclusion

Wavelet-based density estimation was investigated as a post-processing tool to reduce the noise in the reconstruction of particle distribution functions starting from discrete particle data. This is a problem of direct relevance to particle-based transport calculations in plasma physics and related fields. In particular, particle methods present many advantages over continuum methods, but have the potential drawback of introducing noise due to statistical sampling.

In the context of particle-in-cell methods this problem is typically approached using finite size particles. However, this approach, which is closely related to the kernel density estimation method in statistics, requires the choice of a smoothing scale, \( h \) (e.g., the standard deviation for Gaussian shape functions) whose optimal value is not known a priori. A small \( h \) is desirable to fit as many Debye wavelengths as possible, whereas a large \( h \) would lead to smoother distributions. This situation results from the compromise between bias and variance in statistical estimation. To address this problem we proposed a wavelet-based density estimation (WBDE) method that does not require an a priori selection of a global smoothing scale and that its able to adapt locally to the smoothness of the density based on the given discrete data. WBDE was introduced in statistics [16]. In this paper we extended the method to higher dimension and applied it for the first time to particle-based calculations. The resulting method exploits the multiresolution properties of wavelets, has very weak dependence on adjustable parameters, and relies mostly on the raw data to separate the relevant information from the noise.

As a first example, we analyzed a plasma collisional relaxation problem modeled by stochastic differential equations. Thanks to the sparsity of the wavelet expansion of the distribution function, we have been able to extract the information out of the statistical fluctuations by nonlinear thresholding of the wavelet coefficients. At late times, when the particle distribution approaches a Maxwellian state, we have been able to quantify the difference between the denoised particle distribution function and its analytical counterpart, thus demonstrating the improvement with respect to the raw histogram. The POD-smoothed and wavelet-smoothed particle distribution functions were shown to be roughly equivalent in this respect. These results were then extended to a more complex situation simulated with a \( \delta f \) code. Finally, we have turned to the Vlasov–Poisson problem, which includes interactions between particles via the self-consistent electric field. The POD and WBDE methods were shown to yield quantitatively similar results in terms of mean squared error for a particle distribution function resulting from nonlinear saturation after occurrence of a bump-on-tail instability. We have then studied the denoising algorithm during nonlinear evolution after the two-streams instability starting from two counter-streaming cold electron beams. This initial condition violates the decorrelation hypothesis underlying the WBDE algorithm, and thus offers a good way to test its robustness regarding this aspect. The WBDE method was shown to yield qualitatively good results without changing the threshold values.

Defining a ‘mode’ as one term in the decomposition of the particle distribution function into a sum, it appears that the number of modes used in the POD reconstruction algorithm is considerably less than the number of modes needed using wavelets. But to make a systematic comparison when it comes to storage requirements or data compression, one has to keep in mind that POD modes are empirical and problem dependent whereas wavelet modes are known a priori. Because of this, the specification of each POD mode requires \( 2N_x + 1 \) components whereas the specification of each wavelet component only requires one number: the amplitude of the mode. A potential limitation of the POD method is the lack of systematic a priori thresholding criteria to determine the optimal number of modes. However, the information contained in the decay of the spectrum of the singular values can be used to determine optimal ranks. For example, in Ref. [15] a criterion based on the relative rate of decay of the spectrum provided consistent good results for denoising Monte-Carlo particle data.
To test and compare the proposed denoising algorithms we have focused on the distribution function because it is in some sense the most basic and fundamental quantity in PIC and Monte-Carlo simulations. However, it would be interesting to explore the use of other fields like for example fluxes, charge densities, or derivatives of $f$ rather than $f$ itself. Lack of space did not allow us to elaborate more on this issue that we look forward to address in a future publication. Regarding this, it is important to keep in mind that what we chose to compare the algorithms, beyond the obvious choice of the raw $f$, depends on the physics of the specific problem of interest. For example, calculations that require evaluation of quasilinear fluxes in wave–particle interaction problems might benefit from denoising gradients of $f$. On the other hand, active denoising in Vlasov–Poisson codes might only require denoising of the charge distribution (i.e. the integral of $f$ in velocity) whereas denoising the current (first velocity moment of $f$) would be important in Vlasov–Maxwell codes. Other specific needs might arise when coupling particle codes to continuum codes, e.g. when performing extended MHD calculations. It may also be of interest to focus on the reconstruction error of the force fields, which determine the evolution of the simulated plasma. These forces depend on $f$ through integrals, and statistical analysis of the estimation of $f$ using weak norms [39] might be beneficial.

The computational cost of our method scales linearly with the number of particles and with the grid resolution. Therefore, WBDE is an excellent candidate to be performed at each time step during the course of a simulation. Once the wavelet expansion of the denoised particle distribution function is known, it is possible to continue using the wavelet representation to solve the Poisson equation [40] and to compute the forces. The moment conservation properties that we have demonstrated in this paper should mitigate the unavoidable dissipative effects implied by the smoothing stage. In Ref. [5], a dissipative term was introduced in a global PIC code to avoid unlimited growth of particle weights in $df$, and this was shown to improve long time convergence of the simulations. It would be of interest to assess if the nonlinear dissipation operator corresponding to WBDE has the same effect.

There are several potential extensions and applications of the techniques and results presented. Some of these include high dimensional problems, active denoising, and applications to more complex plasma models. The implementation of the WBDE algorithm to high (greater than two) dimensions is in principle straightforward. The POD method on the other hand can be more challenging since the SVD is applied to matrices. One simple way to circumvent this problem is to “fold” the WBDE algorithm to high (greater than two) dimensions is in principle straightforward. The POD method on the other hand can be more challenging since the SVD is applied to matrices. One simple way to circumvent this problem is to “fold” high dimensional data into matrices. However, this straightforward approach can be numerically inefficient. A promising alternative would be to use tensor decomposition techniques like the method of generalized low rank approximation of matrices used in [15]. The problem of active denoising, and the application of the reconstruction algorithms to more complex plasma models like Vlasov–Maxwell and gyrokinetics is a key follow up of the results presented here. Also, it would be of interest to explore applications to the problem of coupling particle and continuum codes in extended MHD and radio-frequency heating studies in fusion plasmas.
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